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Abstract:  Gastric cancer is one of the most serious cancers that affects and kills many people around 

the world every year. Early treatment of gastric cancer dramatically improves the survival rate. 

Endoscopy has become an important tool for early detection. Since invasive gastric cancer or the edge 

of the invasive gastric cancer is difficult to find by using conventional visible-light endoscopy, near-

infrared imaging, which is bringing great progress to the medical field, is focused on in recent years.  In 

order to apply near-infrared hyperspectral imaging (NIR-HSI) in real-time, wavelength feature 

extraction is important because a large amount of data needs to be analyzed. The purpose of this study 

is to detect gastric cancer using NIR-HSI and to select a suitable wavelength for the target in the near-

infrared region (1000–1600 nm). NIR-HSI was used to take data from six specimens of gastric cancer 

and each pixel was labeled as normal or tumor on the hyperspectral image based on the histopathological 

diagnosis. 4 wavelengths were extracted from 95 wavelengths using the least absolute shrinkage and 

selection operator method. Supervised learning was performed using a support vector machine for both 

cases using all 95 wavelengths and the case using 4 selected wavelengths. In both cases, the approximate 

location of the tumor could be identified, indicating that an appropriate wavelength could be selected. 

We were also able to improve the detection accuracy by creating new supervised data and adding another 

learner. The detection accuracy was 93.3% for accuracy, 69.8% for sensitivity, and 96.7% for specificity. 
These results show that gastric cancer can be detected even at four wavelengths. By applying the results 

of this study to the endoscope system, the possibility of constructing a NIR endoscope system for gastric 

cancer was suggested. 
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I. INTRODUCTION 

 

astric cancer remains serious cancer worldwide and 

is responsible for over one million new cases in 

2020 and an estimated 769,000 deaths [1]. When gastric 

cancer is detected and treated at an early stage, the five-

year survival rate can reach 90% [2, 3]. Endoscopy has 

become an important tool for cancer detection. However, 

invasive gastric cancer and its edge are hard to find even 

for experienced endoscopists since there is usually a lack 

of obvious gross morphological changes to be visualized 

under conventional visible-light endoscopy [4].  

The near-infrared (NIR) region (1000–2000 nm, also 

known as NIR-II/-III or second biological window [5]) 

offers high transparency in biological tissue. The NIR 
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light enables to probe the deep part of the living body [6]. 

Hyperspectral imaging (HSI) simultaneously acquires 

both spatial (localization) and spectral (identification) 

information [7] and is leading to emerging medical 

applications such as early detection of various types of 

cancer [8, 9]. Use of the NIR light for HSI vastly 

improves the applicability of this technology for 

practical case. Akbari et al. performed a study to identify 

gastric tumors using NIR-HSI. They have shown that it 

is possible to identify gastric cancer using a 

hyperspectral system that can acquired 239 wavelengths 

in the NIR region (1000-2500 nm) [10]. Sato et al. 

applied the NIR-HSI for the distinction of surgically 

resected gastrointestinal stromal tumor and showed that 

NIR light in the range of 1000-1600 nm was effective 

[11].  

To apply NIR-HSI to real-time imaging, the number 

of wavelengths needs to be reduced for rapidly 

processing HSI data. In addition, the combination of 

wavelengths should be properly chosen depending on the 

optical properties, including absorption and scattering, 

of the target. Akimoto et al. reported the wavelength 

bands reduction method in NIR-HSI based on a deep 

neural network for tumor lesion classification [12]. 

The purpose of this study is to detect gastric cancer 

using NIR-HSI and to select a suitable wavelength for 

the target in the NIR region (1000-1600 nm). NIR-HSI 

was used to take data from six specimens of gastric 

cancer and each pixel was labeled as normal or tumor on 

the hyperspectral image based on histopathological 

diagnosis. To reduce the dimension of the hyperspectral 

image, the least absolute shrinkage and selection 

operator (LASSO) was employed. Supervised learning 

was performed using support vector machine (SVM) for 

both case using all wavelengths and the case using 

selected wavelengths. 

 

II. METHODOLOGY 

 
A. NIR-HSI System 

In this study, the NIR composition imaging system 

(Compovision, CV-N800HS; Sumitomo Electric 

Industries, Ltd.) was used. The imaging system consists 

of a camera with a two-dimensional photodetector and a 

spectroscope for receiving NIR light (900-2400 nm). 

The composition and concentration distribution of 

substances can be measured in real time, non-

destructively and non-contact, by irradiating NIR light 

on the target (Fig. 1). 

 

B. Data Acquisition 

We obtained data of six stomachs removed after 

diagnosis of gastric cancer. The border between the 

cancer and normal tissue was diagnosed by 

histopathological examination. All specimens were 

placed on a scanning table with the mucous membrane 

surface on top. Two-dimensional images were acquired 

by moving the scanning table on which the specimen was 

captured one line at a time (line scan), and then arranged 

the lines.  

Fig. 2 shows an example of NIR image and spectral 

data (reflectance) at a pixel. The NIR image is a pseudo-

 

 
Fig. 1 NIR-HSI system. 

 

 
Fig. 2 An example of NIR pseudo-image and 

hyperspectral data including spectral and spatial 

dimensions obtained by Compovision. Reflectance 

of the pixel (i, j) (blue dot).  

 

0

0.2

0.4

0.6

1000 1200 1400 1600

R
ef

le
ct

an
ce

 [
-]

Wavelength [nm]
Pixel



 Journal of Information and Communication Engineering (JICE), 7 (2): 467-473, December 31, 2021 

 

 469 

image in which the channels for 1091, 1211, and 1318 

nm are assigned to red, green, and blue, respectively. The 

imaging system obtains three types of data: raw data 

(direct output from the camera); correction data (white 

data), which is acquired using a material that has no 

absorption in the entire NIR range; and correction data 

(dark data), which is acquired while the camera is 

shielded from light. 

 

C. Normalization 

The white data was used to correct for the wavelength 

sensitivity characteristics of the camera and light source, 

and the dark data was used to correct for the zero level. 

The reflectance of the pixel (i, j) was obtained by 

Equation 1. 

R(𝑖, 𝑗) =  
𝐼raw(𝑖, 𝑗) −  𝐼dark(𝑖, 𝑗)

𝐼white(𝑖, 𝑗)  −  𝐼dark(𝑖, 𝑗)
(1) 

𝐼raw: value of measured data, 𝐼dark: value of dark data, 

𝐼white: value of white data. If the denominator is less than 

or equal to 0, the calculated value is set to 0. 

 

D. Supervised data Creation 

The wavelength range used was 1000–1600 nm (95 

wavelengths). Wavelengths above 1600 nm were 

excluded from the analysis because of the low sensitivity 

of the NIR camera and the large absorption by water. The 

supervised data of the boundary between cancer and 

normal tissue was determined based on histopathological 

diagnosis. The specimens included normal tissue, 

exposed tumor tissue, unexposed tumor tissue, and 

necrotic tumor tissue. The NIR images annotated with 

them are shown in the leftmost column of Fig. 5. In the 

annotated NIR image, the red line represents the 

boundary of the exposed tumor tissue, the white line 

represents the boundary of the unexposed tumor tissue, 

and the yellow line represents the boundary of the 

necrotic tumor tissue.  

 In this study, we labeled normal tissue as normal and 

exposed tumor tissue as tumor for each pixel and 

obtained 788,527 data for normal and 105,623 data for 

tumor. The created supervised image is shown in the 

second column from the left in Fig. 5. In the supervised 

image, the green area represents “normal”, and the red 

area represents “tumor”. 

 

E. Spectrum Extraction 

Since hyperspectral images have large amounts of 

data containing spatial and spectral information, 

dimensionality reduction is one of the most important 

steps during the spectral analysis. To reduce the 

wavelengths of the hyperspectral data, LASSO was 

employed. LASSO was proposed by Tibshirani to 

simultaneously perform parameter estimation and 

variable selection in regression analysis [14]. The 

explanatory variables are reduced by linear regression so 

that equation 2 becomes smaller. The first term is the 

same equation as in the least-squares method, and 

variable selection is performed by setting the coefficient 

of the explanatory variable to zero in the second term.  
 

∑(𝑦𝑖 − 𝑦̂𝑖)
2 + 𝜆 ∑|𝛽𝑗|

𝑚

𝑗=1

𝑛

𝑖=1

(2) 

 

𝑛: Number of data, 𝑚: Number of explanatory variables,  

𝑦: Objective variable, 𝑦̂: Actual objective variable,  𝛽: 

Regression coefficients, and 𝜆: parameter. LASSO 

performs better in feature selection than other methods 

such as Ordinary Least Square regression and Ridge 

Regression [15]. In this study, wavelength was the 

explanatory variable, and LASSO chose 4 wavelengths. 

 

F. Classification 

In hyperspectral data classification, several studies 

have shown the effectiveness of SVM in analyzing 

hyperspectral data [10, 15, 16]. SVM is a supervised 

classification method with excellent generalization 

capability, dealing with both linear and nonlinear data 

efficiently [17]. In this study, SVM was employed to 

identify tumors, and the kernel function was chosen as 

radial basis function (RBF).  We applied leave-one-out 

cross-validation to the specimens, learning and 

classifying so that all specimens was test cases.   

The performances of SVM models were evaluated by 

classification accuracy. The accuracy was evaluated by 

classifying the pixels into four groups (Table 1): tumor 

classified as tumor (true-positive: TP), tumor classified 

as normal (false-negative: FN), normal classified as 

tumor (false-positive: FP), and normal classified as 

normal (true-negative: TN). Based on these indicators, 

Table 1 A matrix summarizing the results of the 

classifications output by binary classification. 
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the accuracy (Equation 3), sensitivity (Equation 4), and 

specificity (Equation 5) were calculated. Since cancer is 

a lesion that should not be missed, sensitivity was used 

as the index for evaluation. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 [%] =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 × 100 (3) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 [%] =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100 (4) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 [%] =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 × 100 (5) 

 

 

G. Two-step Learning Machine 

Using sensitivity to test the performance of the model 

results in false positives that classify “normal” as 

“tumor”. Therefore, we proposed a two-stage learning 

method as shown in Fig. 3. After the machine learning 

by SVM, we labeled the data classified as "tumor" based 

on the pathological diagnosis as we did in the supervised 

data creation (the third row from the left in Fig. 6). The 

learner is the same SVM as described above. Leave-one-

out cross-validation was performed, and Accuracy, 

Sensitivity, and Specificity were calculated. 

 

 

III. RESULTS AND DISCUSSION 

 

Fig. 4 shows the results of NIR-HSI extraction of 

normal and tumor from the data obtained from six 

specimens, and the average reflectance of each. The 4 

wavelengths selected by LASSO were 1091, 1217, 1287, 

and 1400 nm. The results of classification for all 95 

wavelengths and for 4 wavelengths are shown in Table 2. 

Table 2 shows that even with 4 wavelengths, the 

classification was as good as when all 95 wavelengths 

were used, and at the same time, the optimal wavelength 

was selected. By using the optimal wavelength as the 

input feature, it was suggested that the system could be 

applied to real-time diagnosis with sufficient system. 

The results of all the classification for each specimen 

by using the leave-one-out cross-validation are shown in 

Fig. 5. Although the approximate location of the tumor 

tissue was classified, the folds tended to be classified as 

the tumor, regardless of the number of wavelengths.  

The tumor region has finer irregularities than the 

normal region, which makes it difficult for light to be 

reflected. Fig. 4 also shows that the overall reflectance 

of the tumor is lower than that of normal, suggesting that 

the tumor tissue has irregularities that easily scatter light. 

 

 
Fig. 3 Diagrams of learning and classification 

process. The left side shows the learning process 

using the two-stage learner. The data classified as 

"tumor" by the 1st step learner was re-labeled in the 

same way as the method for supervised data creation 

described above. The right side shows the 

classification by the two-step learner. 

The data classified as "tumor" by the 1st step learner 

was reclassified by the 2nd step learner. 

 

 
Fig. 4 The average spectrum of the reflectance of 

pixels in the normal and tumor regions. LASSO has 

selected 4 wavelengths: 1091, 1217, 1287, and 

1400nm. 
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As a result, the light does not reflect well in the folds, 

and the classification results are likely to be false 

positives. Looking at the difference in classification 

results by the number of wavelengths, 4 wavelengths 

tended to classify more folds as false positives. It is 

thought that the 4 wavelengths were chosen since the 

normal region is less reflective than the tumor region. 

The classification results showed that the folds of the 

specimens tended to be classified as false positives, and 

this tendency became stronger when the wavelength was 

selected. 

Table 3 and Fig. 6 show the results of two-step 

learning for the classification results of four wavelengths 

together with the results of one-step learning. From Fig. 

6, the false positive was reduced because the folds that 

were falsely detected as “tumor” were detected more 

correctly than in the case of one-step learner. Specificity 

is an index that becomes 100% if all are classified as 

cancer, so it was low in two-step learning that was no 

longer classified as exaggerated. On the other hand, the 

accuracy and specificity have improved, and it can be 

said that the classification accuracy has improved. This 

is probably because the 1st step learning machine was 

able to classify normal tissue and tumor tissue and folds 

that do not reflect light well, and the 2nd step learning 

machine was able to classify tumor tissue and folds. 

Some specimens were classified to be as large as the 

tumor region, while others were exaggeratedly classified 

to be tumor region. It is also possible that individual 

differences such as tumor size and contrast are 

preventing uniformity. Increasing the number of 

specimens could have prevented the poor discriminative 

ability of some specimens. 

 

IV. CONCLUSION 

 

In this study, NIR-HSI was used to detect gastric 

cancer on six specimens. Datasets of normal and tumor 

pixels were created from the hyperspectral images and 

classified using SVM. Comparing the results of using all 

95 wavelengths and the 4 wavelengths selected by 

LASSO, we found that we could classify the data without 

loss of accuracy and selected optimal wavelengths. In 

addition, we were able to reduce the number of false 

positives and improve the classification accuracy by 

using two-stage learning. By applying the results of this 

study to the endoscopic system, the possibility of 

constructing a NIR endoscope system for gastric cancer 

was suggested.  

We were able to show that we could non-invasive 

detect gastric cancer even with a reduced number of 

wavelengths. Our future work is to create a learning 

Table 2 The results of classification for all 95 

wavelengths and for 4 wavelengths. 

 95 wavelengths 4 wavelengths 

Accuracy 

[%] 
82.2 82.3 

Sensitivity 

[%] 
93.0 96.8 

Specificity 

[%] 
80.8 82.7 

 

 
Fig. 3 Summary of images for comparison between 

the case using all 95 wavelengths and the case using 

4 selected wavelengths. From left to right: annotated 

NIR image, supervised image, results of 

classification at all 95 wavelengths, and results of 

classification at 4 selected wavelengths. 
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machine that can also classify unexposed and necrotic 

tumor tissues, which were ignored in this study. We 

would also like to study image processing that can 

indicate gastric cancer by drawing a line around it. 

For developing a practical diagnostic support system, 

it is necessary to sufficiently standardize individual 

differences. This problem might be resolved by 

increasing data preprocessing methods and data volume. 
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